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Revised version. This is an edited version of the proposal. After learning our actual budget for
the project, we worked with CZI to reduce the scope of the proposal. In section 3, we note a few
features that, while still in-scope for SciPy development, are no longer part of the deliverables
of the grant. Also, initially and through the summer of 2020, Warren Weckesser will be working
part-time, not full-time, on the grant.

1 Introduction

SciPy is a Python library that provides fundamental building blocks for modeling and solving sci-
entific problems. SciPy is the foundation on which more than 6750 higher level scientific libraries,
including scikit-learn [1] and scikit-image [2], are built. Scientists and engineers around the world
rely on SciPy for analyzing experimental data. For example, published scripts [3, 4] used in the
analysis of gravitational waves [5, 6] import several subpackages of SciPy, and the M87 black hole
imaging project directly cites SciPy [7]. Among SciPy’s 3700 citations on GitHub are hundreds of
biomedical studies on diseases including HIV [8, 9, 10], heart disease [11, 12, 13], diabetes [14],
cancer [15, 16, 17], stroke [18], Alzheimer’s and other neurological diseases [19, 20, 21], epilepsy
[22], and more [23, 24, 25, 26, 27, 28].

As the use of Python for scientific computing continues to grow [29, 30], more scientists will
look to SciPy for their statistical analysis, so it is essential that the library provides a solid collection
of standard statistical tools. SciPy currently has many common statistical tests; for example, in the
papers cited above we see the use of SciPy’s Kolmogorov-Smirnov test [8], Mann-Whitney and
Fisher’s exact tests [17], and one-way ANOVA [20]. However, there are substantial gaps in SciPy’s
statistical functionality. The central goal of the proposed project is to fill those gaps.

There are other statistical libraries in Python. For example, StatsModels [31, 32] describes
itself as a “complement to SciPy” [33] for advanced statistical models, LinearModels [34] extends
StatsModels with additional regression tools, and PyMC3 [35] provides powerful Monte Carlo
methods. We are not proposing to duplicate these advanced libraries in SciPy. Rather, SciPy
is a dependency of these libraries, providing fundamental statistical calculations on which they
can build. The target functionality of SciPy includes the topics covered in classic texts such as
[36, 37, 38], along with a library of probability distributions.
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2 Goals

2.1 Develop SciPy Statistics

To identify gaps in the library, we surveyed its current capabilities, and we reviewed the bug
reports, requests for enhancements, and pull requests on Github. We also considered classic texts
on biostatistics [36, 37] and studied the syllabi of online biostatistics courses, such as those offered
by Johns Hopkins School of Public Health [39, 40, 41]. Our review resulted in the following specific
objectives:
• provide fundamental and widely used hypothesis tests;
• where appropriate, include confidence intervals with the results of statistical tests;
• ensure that fitting a probability distribution to a data set is easily accomplished with an

assessment of the quality of fit;
• add widely used probability distributions; and
• improve the accuracy of SciPy’s probability distribution calculations.

Completion Criteria Each of these objectives is broken down into specific tasks in §3. We will
know that this goal has been met when code for each of the tasks, complete with unit tests, API
documentation, and benchmarks, has been merged into SciPy.

2.2 Support Other Developers

A second focus of the project is to reduce the backlog of unreviewed improvements to the statis-
tical tools in SciPy. While there are at least three developers who work regularly on scipy.stats

and several others who make occasional contributions, the backlog of issues and pull requests
continues to grow. Currently, these volunteers can only work on SciPy in their spare time, and
consequently, contributions may languish without review for weeks or months. Potentially valu-
able code is not being merged as fast as we would like, and perhaps even more importantly, the
slow response is demotivating for new contributors. To ameliorate this situation, the developers
funded by this project will dedicate 20% of their time to mentoring and reviewing the work of
unfunded developers.

Completion Criteria In the past year, 230 new statistics issues have been created, but only about
190 have been closed, increasing the number of open issues by over 15%. We will know that our
support of other developers has been successful if the number of open statistics issues decreases
over the term of the project.

2.3 Diversity Outreach

The final goal is to increase the diversity of the SciPy contributor community. In collaboration
with the Women in Software and Hardware club at Cal Poly, we will host a code development
sprint that will introduce students to the open source community while they make meaningful
contributions to the SciPy statistics tests and benchmarks.

Completion Criteria We will know that our outreach efforts have been successful if at least 20
students participate in the event, which is detailed in §3.3.7.
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3 Work plan

3.1 Developer time allocation

Warren Weckesser will focus on code development. As a SciPy core developer who has merged,
on average, over two PRs per month for the past nine years, Dr. Weckesser is an ideal choice for
this position.

Matt Haberland’s time will be balanced between code development, managing and mentoring
a Cal Poly student assistant, and organizing the outreach sprint at Cal Poly. Dr. Haberland has
been a core developer for SciPy for one year; among his contributions are major enhancements to
SciPy’s optimization subpackage [42, 43] and an overhaul of the SciPy developer documentation
[44]. After teaching the Python programming course he created at UCLA for three years and
mentoring several successful undergraduate research experiences involving programming, Dr.
Haberland is uniquely suited to this role.

Throughout the project, Dr. Weckesser and Dr. Haberland will also reserve 20% of their time
for reviewing the pull requests (PRs) of other contributors. This will ensure that the review burden
on volunteers is not increased by the proposed work.

The student assistant will write API documentation, create tutorials, and implement bench-
mark tests to evaluate the reliability, accuracy, and speed of SciPy’s statistics functionality. The
student slated for this work is Fletcher Easton, who has over three years of Python programming
experience.

3.2 Proposed work and the SciPy roadmap

The goals described in §2.1 form one of six major components of SciPy’s big-picture roadmap [45],
and the proposed enhancements described below are also part of SciPy’s detailed roadmap [46].

3.3 Specific Tasks

3.3.1 Expand tools for the analysis of variance

SciPy has only one basic test for one-way analysis of variance (ANOVA, see §8 of [36], §10.1 of [37],
§12.1 of [38]). We propose adding tools for:
• multiway ANOVA (§11 of [36], §14 of [37]),
• nested ANOVA (§10 of [36], §15 of [37]), and
• analysis of covariance (§16.8 of [36], §12.6 of [38]).

3.3.2 New statistical tests

We will add:
• Alexander-Govern test [47, 48],
• Somers’ D [49],
• Kendall’s tau-c [50, 51],
• Page’s L-test [52] (§14.11 of [36]), and
• Tukey-Kramer test (§11.1(a) of [37]).
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3.3.3 Improve existing tests

Confidence intervals. There are 39 statistical tests in SciPy that return just a test statistic and a
p-value. We propose to expand the results computed by these functions to include a confidence
interval for the statistic (§7.10 of [36], §6.4 of [37], [53]). Confidence intervals are one of the tools
recommended [54] to help avoid the problems of “p-hacking” and “bright-line” hypothesis test-
ing, where a fixed p-value, typically 0.05, is the threshold for “significance” [54, 55, 56].

Options for one-sided p-values. Many of the existing tests compute only a two-sided p-value.
Where appropriate, an option will be added to these tests for computing one-sided p-values.

Enhanced results for 2× 2 contingency tables. In Fisher’s exact test, we will add the conditional
maximum likelihood odds ratio [57, 58] and the relative risk [59, 60, 61, 62].

3.3.4 Fitting probability distributions to data

The continuous distributions in SciPy all have a method for fitting the distribution to data using
the method of maximum likelihood estimation (MLE). The proposed enhancements are:
• Where possible, use an analytical formula rather than numerical optimization for greater

speed and accuracy.
• Compute standard errors and confidence intervals of the fit parameters.
• Enable fitting to censored data [63].
• Add fitting by the method of moments [64].
• EDIT: removed from deliverables: Add fitting by the method of maximal product spacing [65, 66,

67], an alternative to MLE. It has the advantage of always having a well-defined solution,
unlike MLE, which may behave poorly for some distributions.

3.3.5 New probability distributions

We will add:
• noncentral hypergeometric distribution [68, 69],
• negative hypergeometric distribution [70],
• multivariate hypergeometric distribution [71],
• EDIT: removed from deliverables: multivariate t distribution [72], and
• EDIT: removed from deliverables: mixture distributions [73, 74].

3.3.6 Improve underlying code for PDF and CDF calculations

Some of the probability distributions in SciPy use the Fortran library CDFLIB [75] to compute their
probability density (PDF) and cumulative distribution (CDF) functions. SciPy has already made
over a dozen patches to this code, and the heavy use of GOTO statements makes the remaining
dozen issues challenging to fix.

By porting the vetted and actively maintained Boost C++ library [76], we will replace the
legacy functions with new code that is more robust and maintainable.
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3.3.7 Coding sprint with the Cal Poly Women in Software and Hardware

Cal Poly Women in Software and Hardware (WISH) [77] is a support group for female computing
majors at Cal Poly that seeks to empower technical women and rectify the gender gap in the
computing field. In Fall 2020, we will collaborate with WISH to host a one-day development
sprint to inspire women to join the SciPy development team.

Before the sprint, the principal investigators will prepare English and mathematical descrip-
tions of additional unit tests and benchmarks (e.g. textbook examples) that are still needed in the
SciPy statistics subpackage. We will work with WISH club leadership before the event so that
the students are prepared to lead the sprint by example. After setting up their development envi-
ronment, each sprint participant will perform an assigned calculation using the appropriate SciPy
functionality, compare the output of the code with the provided expected result, and make a pull
request to add their code to the SciPy repository.

Besides making valuable technical contributions to the proposed work, participants will be
introduced to the process of contributing to an open source project. The goal is for those who
enjoy the experience to continue contributing to SciPy or other open source projects long after the
event is complete.

3.4 Existing Resources

The applicants will provide their own computers and internet connection for development work,
and SciPy has an established GitHub repository and CI suite.

3.5 Maintenance plan

Despite the addition of new code, SciPy’s statistics will be easier for volunteers to maintain after
the proposed enhancements. First, the new Boost code will be more robust than the CDFLIB
code it replaces, as explained in §3.3.6. Moreover, SciPy’s statistics will be unified by the full-time
attention of a ten-year veteran, and the result will be much more consistent than the patchwork
assembled over the past two decades by developers of varying skill levels. Finally, Dr. Weckesser
and Dr. Haberland intend to support their work as volunteers for the foreseeable future.

4 Existing support

SciPy has received several Small Development Grants from NumFOCUS [78]:

Complete the SciPy Special Functions Documentation $2500 2019
SciPy Development Documentation Overhaul $4274 2019
An Efficient, High-Level Implementation of Linear Programming $2000 2018
Maturing a Sparse Array Implementation for SciPy $3000 2018

Starting June 2019, SciPy receives $2500 per month from Tidelift [79]. This funding is slated for
the redesign of the SciPy website.
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